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A b s t r a c t

Over the past few decades, technological and scientific developments have shaped our understanding of under- 
lying characteristics of human neurobiology, emotions, thoughts and their association with psychological illness-
es. However, despite the advances in the discipline there is widespread disappointment with the progress in diag-
nosing, predicting, and treating psychological disorders. At present we have various approaches available in form 
of interview, observation and psychometric tools for assessment of clients with mental health problems. Mostly 
psychometric questionnaires are used for diagnosis, but these are often unreliable, imprecise or unable to provide 
a consistent assessment of the symptomology of the clients. However, these restrictions can be overcome using 
artificial intelligence (AI) and its approaches. In psychology, AI is a general term that may be considered as usage 
of computer-related technology and algorithms for diagnosis, prognosis, prevention, and treatment of mental 
health problems. The idea of amalgamating the complexities of psychology and dynamism of AI has gained 
momentum in recent times. Since a decade or so ago, there has been an increase in application of AI in the profes-
sion of medicine; however, psychology still needs a lot of work for effectiveness. This article provides a review on  
the application of AI in important functions of psychology in the clinical field: diagnosis, prediction, and treat-
ment of psychological disorders. It also focuses on the challenges and limitations of AI in psychological practice.
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Introduction
Artificial intelligence (AI) has been introduced 

in multiple fields including games, robotics, 
law, stock trading, remote sensing devices, sci-
entific inventions, and even diagnostic proce-
dures (Shukla and Jaiswal 2013). Most of these 
advanced fields of AI have trickled into routine 
applications, so much so that these AI applica-
tions cannot be distinguished individually, as is 
understood that once something is implemented 
as a general application and is of immense use it 
cannot be specified as AI anymore. Artificial in-
telligence applications seem to have a ubiquitous 
infrastructural presence in any given industry. 
The late 1990s and the beginning of the 21st cen- 
tury saw the intertwining of AI technological 
elements into those of the larger framework 
of systems (Shukla and Jaiswal 2013). The fo-
cal point in AI has primarily concentrated on 
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autonomous and self-directed systems that are 
able to replace the skilled workforce in future in 
their respective line of work. Cognition related 
psychological perspectives may reveal novel 
opportunities of examination and exploration 
from the theory of algorithmic instruction, which 
may have more realistic implications because it 
assesses the complications of human behavioral 
data. This individualized focus is based on in-
terdisciplinary and multidisciplinary synergis-
tic research by integrating the conceptions of 
neuroscience, behavioral psychology, cognitive 
psychology, and computation and information 
science (Mozer et al. 2019).

There is often considered a contrast between 
AI’s engineering facet and its theoretical fea-
tures. In the engineering field, the objective of AI 
is to devise and put into practice the machinery 
and technology which can perform operations 
in pragmatic ways. Accuracy, efficiency, compe-
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tence, flexibility, and consistency are the primary 
criteria of accomplishment for such systems and 
the particulars regarding human routine and ac-
tivities seems to be neither essential nor preferred 
(Tran et al. 2019). The historical records of AI 
demonstrate that program design and narrative 
have constantly depended on the fundamentals 
of the human psyche. The suppositions regard-
ing the mental processes have been extracted 
from the insight or introspective scrutiny of 
the AI personnel, more willingly than from ex-
perimental and observational studies. Renowned 
programs, like Samuel’s checker-player (Lee et al. 
2018), were developed, applied, and tested with-
out randomizing with any correlative studies of 
human performance. Possibly, a fraction of the 
rationale for AI’s initial primitive lack of inter-
est in human research was the indecisiveness 
with respect to the full-fledged assimilation of 
psychology to underscore the discrepancy in the 
constitution of intelligence. Gelernter’s remarks 
affirm it through the geometry-theorem proving 
program (Gelernter et al. 1963).

Although the human research considered in 
the AI field is still empirical, psychology may 
be ignored in favor of hunches or introspec-
tion. It has been noted that the researchers who 
openly admit the vitality of human based re-
search ignore the exploration of psychological 
aspects from their work. Yet those research-
ers who explicitly acknowledge the significance 
of human data ignore psychological studies in 
their work. According to Winston, it is highly 
significant to characterize some sort of learn-
ing capability to be understood in order to de-
velop an AI learning program (Winston 1979). 
However, his program involving the symbol 
of a student-teacher was not related to any 
studies in educational psychology (Klausmeier  

et al. 1974). And as a replacement he developed 
the program based on his own hunches and 
intuitions to describe the capability relevant to 
student-teacher interactions and behaviors. It 
would have been much more convincing if the 
program had been derived from the empirical 
foundation of psychology (Winston 1979). Thus, 
calling for strong bonding between AI and it may 
confer an improvement in both aspects, i.e., in 
the principles of intelligent behavior as well as 
their respective computer applications. Elevat-
ing the use of psychological assumptions from 
institutions to systematic and scientific observa-
tions will impart longitudinal improvement in 
terms of AI research quality and enable it to be 
joined together with interdisciplinary research.

Methods

This study was conducted, employing a sys-
tematic review, from November to December 
2020. A short review was carried out to study 
the usage of AI in essential functions of psy-
chology in the clinical field, which are diagno-
sis, prediction, and treatment of psychologi-
cal disorders. It also focused on the challenges 
and limitations of AI in psychological practice. 
A search for literature in the databases Web of 
Science, PubMed, Elsevier, Scopus, and Google 
Scholar revealed papers, which were utilized 
to derive a primary framework for analysis. 
The information was then reviewed for mental 
health problems and AI, AI for detection and 
diagnosis, prognosis and therapeutic interven-
tions of psychological disorders, and challenges 
and limitations of AI. The article also aspired 
to make some propositions for research on the 
usage of Artificial Intelligence in Psychology. 
The review was then integrated with evidence 
from gray literature and scientific information. 
The exclusion criteria were studies published in 
languages other than English, cases published 
after the end of 2020, those with no full texts, 
review studies and books, qualitative research, 
and articles not considering AI in psychological 
practice. In some articles, the study time was not 
clear; therefore, the researchers used the date 
published. A total of 1390 articles were found 
during the initial search. At the first stage, seven 
articles were removed due to being duplicated 
and having no full texts once their titles and 
abstracts were examined. At the second stage,  
35 irrelevant cases were further excluded based 
on a review of their titles and abstracts. Finally, 
10 research articles on AI in psychological prac-
tice were exploited in this study (Fig. 1).

Articles searched in the databases = 1390

Remaining articles to review their titles  
and abstracts = 1373

Duplicates excluded = 17

Irrelevant articles = 35

Articles obtained to fully review = 15

Articles imported into the analysis = 10

Fig. 1. PRISMA – the process of checking databases and fin-
ding articles
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Compliance with ethical standards

As a theoretical article, it included the data 
available as evidence in text based on only au-
thentic sources published in well-reputed peer-
reviewed journals and books. The information 
sought for the present article involved informa-
tion that had no distorted realities; it formed 
the foundation of the research. Further, data 
from a previously published study was used 
in which informed consent was taken by the 
primary research investigators. For the present 
study, only reports and articles permissible for 
reproduction for the sake of research have been 
used. It has in no manner directly affected the 
people of concern, as composite narrative writ-
ing has been used. No human participants have 
been involved in this study.

Precision of task definition  
and description

For the past thirty years, AI experts have 
been developing systems that involve utiliz-
ing processes such as planning, understanding, 
logics, problem-shooting, decision-making, 
concept-formation, etc. (Luxton 2014). It has 
been observed that the terminological interpreta-
tion often alters from one project to the other, 
producing a crazy-quilt of terminologies. An 
example in this regard may be the term concept, 
applied in the explanation of semantic networks, 
which has more than five main explanations. 
Such a loose application of terminologies of 
psychology leads to three major issues. Firstly, 
the comparison between different AI projects 
becomes extremely difficult. The second is-
sue is the type of task specifications; many AI 
experts are keen on utilizing the psychological 
terminologies to explicitly associate their AI 
techniques and programs with the characteris-
tics of human mental activities and thus offer 
a pre-established theoretical framework (Hendrix  
and Lewis 1989). 

When an investigator tries to conceptualize 
a program, it is not only because he/she wants 
to improvise the implementation of a well-un-
derstood task, but also because he/she intends 
to comprehend the first implementation. If 
the researcher characterizes his work as under-
standing, many people might be misled, not to 
mention him (McDermott 1980). The program 
definition gives rise to ambiguity since it tends 
to suggest a psychological model when actually 
it is not. So, it creates incomprehensibility and 
lack of accuracy in the task specification, and it 
also brings up the third problem, which is an in-

herent orientation to related cognitive activities. 
When psychological terminologies are employed 
heedlessly to describe the programs of AI, it is 
effortless to surrender to the enticement to al-
locate a cluster of associated cognitive activities 
with it. But this is very much inescapable as the 
pre-theoretic psychological terminologies exist 
with reference to the human cognitive functions. 
To understand the psychological terms is pretty 
difficult without assumption of an integrated 
backdrop of cognitive phenomena; therefore 
when it is considered in an AI context, such 
a backdrop is mandatory (Silva and Dwiggins 
1980). These are the limitations and difficulties 
due to which AI is still not that well established 
and applied in psychological and clinical fields.

Mental health problems and artificial 
intelligence

Mental health problems are among the fore-
most bases of disability across the globe, in-
fluencing individuals of all ages (Kessler et al. 
2007). These illnesses cause a heavy load on 
the individuals suffering from mental health 
problems as well as the society by escalating 
the outlay of health facilities (Trautmann et al. 
2016). Common psychological disorders are 
depression, bipolar, anxiety, schizophrenia and 
drug-related disorders (World Health Organiza-
tion 2017). Probably around 30% of people may 
undergo one of these psychological problems at 
some point in their life span (Steel et al. 2014). 
Therefore, there is a dire need to identify the 
early signs and symptoms of mental health ill-
nesses. This may help in provision of effective 
treatment to the affected ones and prevention 
to the vulnerable ones. 

Although AI in psychology and psychiatry is 
still in its embryonic stages, it has already mod-
ernized the mental health sector and has strongly 
inspired the practices of mental health profes-
sionals in diagnosing, predicting, and treating 
mental health disorders. This article is a review 
regarding the application of AI in vital functions 
of mental health care practice: diagnosis, predic-
tion, and treatment of psychological disorders. 
It also emphasizes the challenges and limitations 
of AI in mental health practice (Fig. 2).

Artificial intelligence for detection and 
diagnosis of psychological disorders

Throughout the years the American Psychi-
atric Association has rendered its services to 
safeguard humane care and to provide effective 
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treatment regimens for all people with mental 
illness. One of its pivotal contributions is devel-
opment of the Diagnostic and Statistical Manual 
of Mental Disorders (DSM) in 1952, and since 
then it has been updating it. The development 
of the Diagnostic and Statistical Manual of Mental 
Disorders, Fifth Edition (DSM-5) is the product 
of more than 10 years of effort by hundreds of 
international experts in all aspects of mental 
health, which was made available for use in 
2013 (American Psychiatric Association 2013). 
Their devotion and careful work have produced 
an influential volume that outlines, describes 
and classifies mental health disorders for ease in 
diagnoses, treatment, and research. This manual 
is a new approach used by psychologists, psy-
chiatrists and other mental health professionals 
mainly to diagnose clients with psychological 
disturbances and problems. Despite the avail-
ability of this new diagnostic manual, DSM-5 is 
said to have low reliability in clinical settings due 
to classifying false positives and differentiating 
risk from other disorders (Wakefeld 2016). There 
is also lack of availability of reliable biomarkers 
that may effectively determine mental disorders 
from normal mental health, although progresses 
in the fields of medicine, engineering, genetics 
and brain imaging is gradually paving the way 
for advanced and improvised diagnosis.

The literature reveals that the diagnostic 
divisions can be summarized using high-dimen-
sional data via structural and functional brain 
imaging (Arbabshirani et al. 2017; Orru et al. 
2012). There is also support available for the 
use of non-imaging modalities, such as genet-

ics (Pettersson-Yeo et al. 2013), metabolomics 
data (Setoyama et al. 2016), and proteomic data 
(Diniz et al. 2016). The existing literature also 
reveals that machine learning may be utilized to 
detect individuals with psychological problems 
on account of brain statistics with accurateness 
of more than 75% (Arbabshirani et al. 2017; 
Kambeitz et al. 2016).

Recently, psychology has relied on interviews 
and clinical observations, which usually led to 
the reflection of subjective and imprecise assess-
ments. With AI, psychology may have a hopeful 
opportunity to refine and transform the diagnosis 
and interventions for psychological disorders 
(Bzdok and Meyer-Lindenberg 2018). Artificial 
intelligence may help apply advanced computer-
ized techniques such as automated language or 
speech analysis, computerized text analysis, and 
machine learning algorithms to assess a client’s 
mental state, which may be much more than 
something that could be evaluated via interviews 
and clinical observations (Elvevag et al. 2007). 

Latent semantic analysis (LSA) is a computer-
ized high-magnitude application. It is mostly 
involved in the analyses of texts of speech. It is 
well thought out as a flourishing tool that as-
sists mental health professional in the diagnosis 
of people with mental illnesses and issues. LSA 
has been productively used in order to help 
mental health professionals for differentiating 
schizophrenics from healthy people and other 
mental disorders (Tenev et al. 2014). 

Various techniques of machine learning are 
helpful to detect and distinguish people with 
attention deficit hyperactivity disorder (ADHD) 

Fig. 2. Applications of artificial intelligence in mental health/psychology

Treatment

Prognosis

Diagnosis

Automated speech 
analysis

Machine learning 
techniques

Computerized text 
analysis

Latent semantic 
analysis

Machine learning 
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social therapy

Computer assisted 
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and healthy individuals (Arbabshirani et al. 
2017). There is also a rise in integrating sys-
tems and procedures of machine learning and 
neuroimaging which help in provision of superior 
understanding of psychological disorders such 
as schizophrenia, autism spectrum disorder and 
Alzheimer’s disease (Kloppel et al. 2008; Ju et al. 
2017). Similarly, deep learning techniques based 
on the softmax regression layer and auto-en-
coders have also been used to forecast the early 
diagnosis of Alzheimer’s (AkhavanAghdam et al. 
2018). One such model has been utilized to 
distinguish healthy individuals from people with 
autism spectrum disorder as well as patients of 
schizophrenia from healthy controls with an ac-
curacy of 73.6%, which is good enough (Pinaya 
et al. 2016; Wunderink et al. 2009).

Therefore, it may be said that use of AI is 
promising for the benefits of mental health prac-
tice. It may be used to complement the clinical 
diagnoses and thus reduce the false-negative 
or false-positive diagnosis rate. The correct de-
tection of a mental health disorder will lead to 
prospective treatment and prognosis. 

Artificial intelligence for prognostic 
predictions of psychological disorders

Prognosis is a health care term that is used 
for referring for prediction of the likelihood or 
anticipated development of an illness, comprising 
whether the health will improve or worsen or stay 
stable over a period of time. Usually a clinician 
writes a prognosis after completing the assess-
ment, evaluation, and diagnosis of a particular 
client. A clinician considers the severity level 
of a client’s activities, impairments in various 
domains of life, functioning level across settings, 
participation restrictions, and environmental 
factors in order to predict a level of progression 
in activities and decrease in symptomology as 
well as the total amount of time needed to reach 
the defined level. Thus, determining a client’s 
prognostic outcome is analytically significant in 
clinical practice of psychology so that high quality 
management, psycho-education, and treatment 
plans may be developed to heal the client with 
mental health problems. 

For decades the best practice based on objec-
tive clinical experiences and research has indi-
cated that if a client gets a diagnosis for a par-
ticular mental health disorder, they are referred 
with the overall population average chance of 
recovery and likelihood of remission. Another 
prediction is made on the basis of degree of ill-
ness, chronicity and remissions. This means that if 

a client tends to have chronic mental illness with 
an unremitting course for many years then it is 
expected to continue or relapse after full remis-
sion as well, which leads to a good prognosis for 
these chronic patients. However, when making 
a prognosis for a client with mental health illness 
for the first time and during the phase of early 
stage of mental illness, the prognosis is often 
made inaccurately (Siskind et al. 2016). 

So, having stratified prognostic predictions 
may assist in accurate management and plan-
ning of treatment regimes to establish the stages 
through the route of mental health problems, 
for instance evolution from severe to moderate 
or mild episode of illness, partial/full remissions, 
relapses, alteration in levels of severity, function-
ing levels across domains, and standard of health 
for living across life domains.

Recent research indicated that there are en-
couraging outcomes in predicting the prognosis 
for various mental health disorders. Some neu-
roimaging based studies show that for patients 
with Alzheimer’s disease their mild cognitive 
impairment has been predicted to transit to 
psychosis and the accuracy was 70% (Schmaal 
et al. 2015). The machine learning approach 
data fusion of structural and functional task-
based magnetic resonance imaging has been 
employed for predicting about the chronicity 
of depression, improvements and quick remis-
sion over a period of 2 years and it also had 
significant predictive rates (Bertocci et al. 2017). 
Individuals have also been stratified based on 
models that predict future substance abuse on 
the basis of neuroimaging data (Pestian et al. 
2017). Machine learning algorithms based on 
linguistic and acoustic characteristics have been 
used for prognosis prediction of suicide in high-
risk individuals, suicidal, mentally ill but not 
suicidal, or a control group with an accuracy 
of up to 85% (Bedi et al. 2015). Automated 
speech analysis in combination with machine 
learning has been used and the findings revealed 
that it accurately predicted the development of 
psychosis among high-risk youth, outstripping 
classification from interviews, where most of the 
assessments depend on the motivation of the 
client to accurately report his experience (Walsh 
et al. 2017). Another study was conducted to 
precisely predict future suicidal attempts among 
adults with a history of self-injury through the 
application of machine learning to electronic 
health records of the patients with an accuracy 
of 80% (Poulin et al. 2014). Computerized text 
analytics has been used to predict suicidal be-
havior in veterans by applying analysis to the 
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unstructured medical records and the results 
indicated 65% accuracy; in this manner it al-
lows clinicians to better screen and make the 
prognosis of the apparently healthy individuals 
and at the same time to assess their future risks 
for attempting suicide (Wong et al. 2010).

These studies focus on the ability to stratify 
individuals into clinical and non-clinical groups 
to optimize prognostic evaluations. Improving 
the capability to predict the prognosis in terms of 
worsening, improving or stable conditions could 
have noteworthy influences for the classification 
of high-risk individuals and may help clinicians 
with beneficial information on which treatment 
and prognostic decisions may be made.

Artificial intelligence for therapeutic 
interventions of psychological 
disorders

There are no objective, independent, and per-
sonalized approaches available to select several 
treatment options when tailoring the best psy-
chotherapeutic and pharmacological interven-
tions for psychological and psychiatric patients. 
Treatment modalities are often primarily steered 
by recommendations based on symptom clas-
sifications, for instance, the symptomology of 
mood disorders, anxiety, or psychotic problems, 
which are later converted into a personalized 
approach over time via trial-and-error learning 
and experiences.

Selection of treatment is more critical at the 
beginning of the treatment, as initial handling 
of the psychological systems can provide a better 
prognosis, beginning treatment, and treatment 
outcome. So, better methods and practices are 
needed for picking among the recognized phar-
macological and psychotherapeutic modalities 
and innovative techniques such as noninvasive 
brain stimulation.

Nowadays, there is access to biological data 
such as MRI or genetics and the availability 
of objective biomarkers that may help lead to 
superior treatment decisions. Machine learn-
ing studies have utilized the command of far-
reaching, multi-site databases and sophisticat-
ed biological and genetic databases to support 
the treatment decisions of primary health care 
providers and clients for depression (Insel et al. 
2010) and clinical remission at a rate of 65% 
for drug abuse (Khodayari-Rostamabad et al. 
2013). Recent studies have indicated that 
measures based on electroencephalographic 
technology are advantageous in forecasting 
treatment response to medicines for depres-

sives and schizophrenics. Similarly, findings 
for non-invasive modalities, brain functional 
magnetic resonance imaging (MRI), have been 
used to calculate responsiveness to cognitive 
behavioral therapy for anxiety related disor-
ders with precision and faithful measurement 
of 75% (Khodayari-Rostamabad et al. 2010; 
Whitfield-Gabrieli et al. 2016).

Artificial intelligence assisted interventions 
have been applied in psychology for dealing with 
various mental health problems. Computer-as-
sisted therapy (CAT) may offer stimulating pros-
pects in this regard by supplying a few features 
of psychotherapeutic and behavioral treatments. 
It can also be delivered via the internet, thus 
allowing for far more interactivity between the 
clinician and client. This mode is called e-therapy 
(Carroll and Rounsaville 2010). CAT typically 
comprises programs designed with videos and 
psychometric tools that are given to the client 
through a computerized podium to assist him/
her to deal with his/her symptomology. For ex-
ample, a computerized-assisted therapy called 
Beating the Blues is endorsed by the National 
Institute for Health and Clinical Excellence; its 
efficacy for reducing depressive and/or anxiety 
related symptoms has been proven in randomized 
controlled trials (Proudfoot et al. 2003). Another 
program of the moderated online social therapy 
(MOST) has been effective in treating depression 
and psychosis in young adults (Alvarez-Jimenez 
et al. 2013; Rice et al. 2018). 

Various conservative AI and machine learn-
ing techniques have been used in clinical psy-
chology. Deep learning architecture has been 
used for antidepressant treatment response and 
remission (Lin et al. 2018). The random forest 
method was used and showed an accuracy of 
25% for treatment outcome based on an anti-
depressant. A decision tree is a flowchart-like 
diagram that demonstrates the various upshots 
from a series of decisions to develop a diagnosis 
and select treatment (Zhang et al. 2019). Deci-
sion trees have been used with an accuracy of 
89% established based on age, mini-mental 
status examination scores, and structural imag-
ing (Patel et al. 2015). A tree-based ensembles 
has been used for remission of depression and 
indicated a precision of 59% for remission with 
antidepressants (Chekroud et al. 2016).

Challenges and limitations of artificial 
intelligence 

Despite being state-of-the-art, fast-growing 
and novel technologies, AI has its fair share of 



42� Neuropsychiatria i Neuropsychologia 2023

Mohammad Tahan, Tamkeen Saleem

criticisms, challenges and concerns. There do 
exist some potential threats of privacy of client 
data, possibilities of medical errors, and ethical 
concerns. 

The Nuffield Council on Bioethics highlights 
the significance of identifying the ethical issues 
raised by using AI in health care. Apprehen-
sions include the erroneous decisions if any 
made by AI and in such circumstances who 
will be held responsible for such errors. There 
is often difficulty in validating the outputs of 
AI systems, and the probability for AI to be 
used for malicious purposes which may put 
privacy and confidential data at stake (Nuff-
ield Council on Bioethics 2018). For those 
clinicians who consider implementing AI in 
their practice, it is important to distinguish 
where this technology belongs in a workflow 
and in the decision-making process. Clinicians 
may consider using AI as a consulting tool to 
eliminate the element of fear associated with not 
having control over diagnostics and manage-
ment aspects of the client (Tahan 2023). Simi-
larly, professionals working in mental health 
services have ethical accountability to notify 
other health professionals as well as significant 
others or authorities in case a client signifies 
the presence of risk or harm to self or others. 
However, how this could be addressed in AI 
interventions is a point of concern, especially 
in situations where there is no monitoring and 
supervision of the interaction between the AI 
therapist and the client by an eligible human 
health care professional. Further, it is also not 
clear how, in case of any threat to life or need 
for hospitalization or other protections, the 
chatbots would connect at-risk individuals to 
suitable services. This issue may be addressed 
by blended programs for diagnosis, prognosis 
and treatment.

Artificial intelligence therapists or applica-
tions need to have the same or similar ethi-
cal guidelines that may be followed for the 
therapeutic relationships as followed by hu-
man therapists. However, to date the code of 
practice for reporting harm and other ethical 
codes is unclear. A suggestion may be that 
there may be some kind of supervision by 
a qualified human mental health clinician who 
may evaluate self-harm, harm to others, need 
for hospitalization, and confidentiality of re-
cords and interpretation of related risks. These 
concerns and challenges are still a theme for 
further debate which may need more research 
and careful planning of AI applications in 
psychological practice.

Propositions for new research  
for usage of artificial intelligence  
in psychology 

The role of AI in psychological science is still 
underestimated among psychological science 
specialists, despite the innovative wave that has 
emerged regarding the use of AI in psychology 
for diagnosis and psychotherapy. 

The use of AI in psychology can actually ex-
pand the easy access of mental health patients 
to treatment and it may also reduce the cost of 
travelling and treatment for the masses. How-
ever, there are various challenges in the field. But 
the field has to triumph over several challenges 
prior to gaining these benefits. 

The breaking out of the COVID-19 pandemic 
triggered a dynamic change in the healthcare 
delivery system and many of the services were 
provided via the internet or various new digital 
applications and were labeled as telehealth. 
This also impacted the services of psychology 
departments at the hospitals and a new field 
began: “telemental health”. Psychological ser-
vices are among the areas of healthcare that 
can be delivered via telehealth without losing 
its essence. The increase of telemental health 
services has also brought up the utilization of 
advanced technology in health care, i.e. artificial 
intelligence (Shen et al. 2021). 

Future research is needed to develop more 
applications based on new AI software, and 
more training is needed to use and empirically 
test the AI software across various populations 
and cultures so that it can benefit the field of 
psychology. There may be new AI programs 
based on instructor-led role plays which may not 
only be effective for clients, but also may serve as 
a unique opportunity to produce trained coun-
selors. So, it can be said that the AI technology 
can help in improving the quality and flexibility 
of counselors, psychologists and other mental 
health care practitioners via the training process.

Research is needed verify the cross-cultural 
effectiveness of the chatbots to perceive, rec-
ognize and respond to human emotions, where 
the chatbots may respond to the various human 
vocal and facial expressions. Empirically tested 
and verified AI software may be further extended 
for usage by translating the content into native 
language as most of the apps are available in 
English language and developed for the white 
population. 

The AI software may be developed for various 
mental health problems such as depression, drug 
abuse, anxiety, stress and loneliness, etc. Some 
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psycho-educational sessions may be incorporated 
that may help to understand the illness as well 
as mode of treatment along with assessments 
and diagnosis. 

In psychological services manually a therapist 
collects a lot of history and information from the 
client that may be beneficial for the personal-
ized care and treatment. But many times its 
difficult to unlock and organize the data. The 
data can be useful for the clinical insights and 
benefit the process of diagnosis and treatment. 
Future research may target application of such 
data, where AI software may help the mental 
health professionals to go through the data, 
and gather clinically actionable targets that 
may improvise the mental health care system 
and patient care. It may also target preventive 
care as well. Thus, such research may generate 
evidence to approach the mental health problems 
in a more targeted way.

Conclusions
In the upcoming years digitalization will 

increase and along with that use of AI will be 
needed in psychology much more than now. 
Hence a detailed understanding for its usage in 
prognosis, diagnosis and treatment is needed. 
In the present review we have summarized the 
discoveries and application of AI in recent years 
that actually support the utilization of AI based 
interventions and software for preventive care, 
prognosis, forecast, diagnosis and treatment 
in psychology. In short, it can be said that the 
AI framework can help in making the current 
mental health care more efficient, accessible 
and cost effective. A collaboration of mental 
healthcare professionals, engineers, AI special-
ists, administrators and entrepreneurs is needed 
to achieve the full potential of the AI applications 
which will serve the common people.

As mentioned above in the review of studies, 
AI promises to deliver novel diagnostic, prognos-
tic and therapeutic approaches for people with 
mental illnesses. Future research may concen-
trate on applying and assessing the usefulness 
of AI-assisted therapy in intervention-based 
studies through randomized controlled trials and 
comparing it to the traditional human-assisted 
therapy. Future studies may also explore the 
ethical aspects of AI-assisted therapies along 
with prognostic factors and diagnostic regimes. 
Such research will aid in bringing a new direc-
tion and breadth to the therapeutic progression 
and may play an imperative role in ameliorating 
the mental health conditions of clients with 
psychological problems. 
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